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ABSTRACT

)73%9

*

This report describes tne results of an investigation of automatic
computer techniques for determining the parameters of human pilot models
in tasks where the pilot's performance can be described by a linear time-
invariant model. This work constitutes Task 1 of a study of model match-

ing techniques being conducted under NASA Contract NAS1-2582.

Seversl model matching strategies including continuous and discon-
tinuous, iterative schemes have been developed, analyzed, investigated
experimentally, and their performance and computer implementation have
been evaluated. Relative merits of these different methods have been ex-
plored, and guide lines for future study have been established to deter-

mine preferred model matching approaches.

The methods reported here have been applied successfully to the deter-
mination of human pilot parameters in a single axis compensatory tracking
task. Results are ccmpared with those previously reported in the literature.
Satisfactory agreement of data obtained from the different model matching

techniques has been demonstrated. A FJ/)
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INTRODUCTION

This repcort presents the results of the first phase of a research
program concerned with the development of autormatic computer technigues
for the determination of parameters in mathematice’ models of human
pilots. The major objective of the program is the development and evalu-
ation of alternate techniques for optimization of human pilot models in
a variety of situations, including those in which the pillot's performance
may be characterizel by time variotion or nonlinearities. The overall
philosophy of the research program is based on the utilization of so-
called model matching techniques, i.e., techniques in which the per-
formance of the model i1s compared with the performance of the human pilot
and differences in performance are used to adjust mcdel parameters in such
a way that this difference is minimized. The first phase of the prograwm
has concentrated on the investigation of model matching techniques fc -
the determination of human pilot models in tasks where the pilot's per-
formence can be described by a linear invaciant model. This report de- .
scribes in detall the three computationsl strategies used Ffor optimization
of the models, describes the experimental situation, presents the results
obtained from the application of both iterative and continuous model

iching techniques to humen tracking date, and compares these results
with those obtained in the literature. Problems of computer implementa-

tion are discussed in the Appendix.
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The task selected for phase 1 of this study consisted of compensa-~
tory tracking in one axis using a fingertipr controller. Several simple
controlled «lement dynamics were used, The forcing function consisted
of low frequency random noise filtered by a third order filter with a
break frequency at 1.0 radians/sec. An extensive literature on this
type of trackiug situstion exisis (References 2 and 2). The results of
gpectral analysis studies have shown that the performance of the human
pilot in this type of task cge be approximated closely by means of a
linear differential equation with constant cozfficients; usually called
a quasi-linear describing function. Consequently, there is good justi-
fication for choosing a linear time invariant model for the representa-
tion of human pilot tracking performance in this tesk. The model-matching
technique consists in comparing the outputs of the assumed linear model
with the output of a humasn pilot, when both pilot and model are subjected
to the same input. OSeveral methods of determining the parameter adjust-
ments based on the differences between model and pilot performance have

been investigated.

In order to obtain meaningful comparisonis with previous work, the
matkhematical model chosen to represent the pilot vwas similar to that
used by Adems (Reference 4) and contained a second order denominator.
The experimental derign and apperatus employed in the study are described
in Section 2. The particular model-matching techniques of parameter ad-
Justment utilized in the study are described in Section 3. The results

are presented in Section k.
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DESCRIPTION OF FXPERIMENTAL PROCEDURE

2.1 General Approach

The general philcsophy of the model-matching approach is illustrated
in Flgure 1. It can be seen that the same input signal is applied both
to the human >perator and to a mathematical model. The cutputs of model
and orerator are compared and an appropriate performance function is used
as an input to a parameter adjustment strategy program, which in turn de-
termines the parameter values, Tn order to make it possible %o apply
identical experimental data to several model-matching strategies it was
necessary to record input signals and human operator responses in particu-
lar experimental sivuations, and then-use recorded information as inputs
to the compuier studies., The experimental situation can be visualized
conveniently with reference to Figure 2. The task chesen 1s a compenss~
tory tracking task in one axis. In order to demonstrate the applice-~
bility of the methods two subjects were used, each performing three runs
vwith each of three different controlled element configurations. While
nine runs for each of two trained operators are not sufficient to esteblish
the statistical char;cteristics of the experiment, it is an adequate .

sample for evaluating tpe feasiblility of the psrameter optimizaticn methods,

2.2 Display and Control Configuration

The display utilized with this study wss a S-inch oscilloscope which
displayed the tracking error as a verticel displacement of the spot from
the center of the oscilloscope screen., The hand controller utilized for
this study vas a three-degree-of-freedom spring-centered controller, with
a lever arm of approximately h»l/z inches. 8ince the tracking task was
restricted to a single-axis, dhly.one potentiometer on the hand controller

vas energized., The controller exhibits negligible inertia and éamping
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and ~an be <ons! lered as a position coniroller. During the experiment
the pilct wae gseated in a simple fixed base cockpit simulator in order
{0 be as free as possible from externsl disturbances. Figure 3 il-

lustrates the zokpit used in the experiment.

2,3 Controiled Elemert Dynamics

Tkree simple controlied element configurations vere simulated on an
analog computer ard utilized in the experiment. The specific configu-

rationg vers

. - 'kz
Gfs; G
. K.
(1) GSs) P
ol - - K3
0553) = Gy

2.4 Input Signal

Filtered lcw-frequency Geussian noise was used as the input or dis-
turbance signal vit)., The spectral densitv ¢ “*he noise source =un te
considered flat for the frequency range cf interest. The filter utilized

i1s desgcribed by the transfer functicn

Ks
{105 +i){s+1)3

(2} Gfs) =
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Some of the paramete; adjustment techniques utilized require the avail-
ability of both the input signal x(t) and its first derivative x (%).
An analog differentiator was employed to obtain the first derivative of

the input signal.

2.5 Tape Recording

As mentioned above it was desired to use the same experimental data
with different computational strategies, in order to avoid ambiguities
which may be introduced by the varisbility of human pilot performance.
Consequently, the pilot's input and output signals were recorded on a
Precision Instrument Co. ¥M magnetic tape recorder, appropriately coded
for each experiment. In addition, voltage pulses which could be used
for control of the analog computer were rezorded simultaneously cm an
adjacent track. The signals recorded on tape are detailed below in

Table 1.

Table 1

Tape Recorded Information

Channel

1 Display signal x(t)

2 Display rate ;(t)

3 Operator output y(t)

L Cperator output rate ; (t)
Input disturbance v (&)

6 Control signal

T Identification marks

Fach individual tracking run lasted five minutes. From the five-

rinute runs 30 second samples were selected and re-recorded on tape
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loops whicb could be used for iterative parameter cdjustment, as described

in the following section.

2.6 Computer Fquipment

An analog ccmputer was utilized for generating the input signals,
simulating the controlled element, and driving the display during the
experiment. In addition,; analog computers were utilized for the parameter
optimization process, The iterative computer optimization technique was
instrumented on an iterative analog computer which has provisions for in-
dependent control of the operating modes on each integrator. as well as
provision for the use of any integrator as a track-and-hold channel. The
details of this computer implementation are discussed in the Appendix of

this report.

MODEL-VMATCHING TECHNIQUES OF PARAMETER IDENTIFICATION

3.1 Statement of the Problem

The methods of parameter optimization considered in this recearch are
based on the comparison of performance of an assumed mathematical model
with that of the human pilot, as indicated in Figure 1. An automatic para-
meter adjusting strategy must be selected which determines the cptinum
values of the model parameters, in the sense that the model performance ap-
proximates as closely as possible the human pilot performance. Tt can be
seen that the mechanization of techniques of this type requires three pri-
mary considerations:

() A mathematical model must be selected and the adjust-
able parameters fully identified. In the present case
it has been indicated above that there is good evidence
for the selection of a second order differential

equation as a model for the opzrator's performsnce,
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(b) A performance function must be constructed, such that
this performance function is an index of the velidity
of the mathematical model. Minimization of this
error function cr performance function oy adjustment
of model parameters results in the closest possible
agreement between pilot performance and model per-

formance.

(¢) An automatic technique for performing the required

parameter adjustments must be selected.

The purpose of this section is to present a brief discussion of the
rationale which underlies the selection of the type of criterion function
or performance function used in the experiments and to present three
different adjustment strategies which were employed. The results obtain i

with theoge strategies will be given in the following section.

3.2 On the Choice of Performance Critericn

The criterion which compares the performunce of system snd model musi
be selected with considerable caution. Consider first the mathematical
description of the model and pilot behavior. Dynamical systems are de-
scribed by means of differential equations. Thus a system of oxder «
will be described either by a single nth order differentisl equatlion or
by n first order equations. Thus a model order n can be described by the
set of equations

L3

(3) Zi_a fj, (le Za 60000 Zuj t!; al’ Q29 co0s Qm)

531‘9 29 soo I
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vhere thz Y can be considered to be the corresponding time derivatives

of the model output, that is

and the aj represent the adjustable parameters in the model., Time (t)

appears explicitly in Equaticns 3 since the model outpat also depends on
the time dependent input x. To completely characterize any dynamic system
8 set of initial condition is required in addition to the system equations

and these are given by

(5) zi(o) = C._:‘ i= l, 2, sees I

vhere c1 representz the value of the ith derivative at the initial time.

Since the set of variableeszi constitute a complete description of mcdel

behavior at any particular time, they are commonly considered as de-
scribing the state of the system at that time. In more concise mathe-

matical terminology, the veriables z, are considered as components of a

i
state vector z and are usually termed the state varlables. Similarly the

m adjustable parameters al , az,.,.aa can be considered the components
of s parameter vector d. The set of first-order differential equstions
described by Equatiion 3 can then be stated as a single vector differeniinl

equation
(6) ; “'E (E; \2 a) ; ;(O) = E

where c represents the initial state of the system. The model-matching

problem consists in selecting a particular parameter vector @ such that
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the model behavior approximates as closely as possible the human piiot's
behavior,

The state of the systen to be identified, in this case the human
pilot, can be denoted by means of the vector y. However, whereas the
order of the system represented by z is known since this is a model of
assumed form, the last statemert cannct be made about the system to be
modeled, represented by the vector ;. In general, the system is of
unknown order and may in fact be only partly deterministic. The prcoblem
of formulating a performance function then, is one of determining &
d:stance between the vectors z and Y. In order to qualify ss a distance
function or metric in a function space, the criterion function must

satisfy certain properties. A typical criterion functinn may be formu-

lated as
. T
(7 Faj {yl(t) - 2, (@, t)] g 4t
o 1Y
vhere zl and yl reprerent the output positions of the model and pilow

respectively. It is important to note that the criterion function F de-
fined in Equation 7 is an ordinary function of the parameter vector a.
That is, a selection of particular values for the parameters will result
in a given number for the criterion function F upon evaiuation of the
definite integral in this equation. This formulation of the parameter
optimization problem makes it possible to proceed on the besis of
ordinary calculus which is concerned with the maximization or minimi.

zation of functions. On the other hand the criterion defined by

® £ [5()-5 G v °
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depends not only on the parameter values but on the entire time history
of the model output and consequently represents a functional whose maxi-

mization or minimization is the concern of the calculus of variations.

Conseguently, it will be important to choose a performance furnction
such as Equation 7 in order to facilitate the mathematical aspects of

the problem. A more general form of Equation T is given by
T
(9) F=[ E&’(t) - zZ(a, t)“a dt
“o

where the integrand represents the squere of Fuclidean norm and is de-

fined by

“-HzAz 2 .2 2

(r0) |x =K b X b X e X

Since F is an ordinary function of the parameters o5 Ay ete., it will

be maximized or minimized when the gradient of F 1s equal tc zero. Various
methods of adjusting the parameters will then be base. on the determination
of & strategy which attempts to drive the performance criterion F toward

its minimum value.

3.3 Pcsesible Adjustment Strategies

The three parameter adjusiment strategiez employed during this study
can be visualized conveniently with reference to the diagram of Figure L
which illustrates contours of constant criterion function F in a parameter
plane determined by the two adjustable parameters al and Ugo The pars-
meter optimization problem'consista of beginning with an arbitrary initial
set of values denoted by 5\0), 8s indicated in the Figure, and proceeding
automatically to the perticular value of the parameter vector which results

in the ninimum possible value of the critericn function. Three possible
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Figure U

Contours of the Criterion Function
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paths are illustrated on this Figure:
(a) Path No. 1 is a path vhich proceeds from the initial
position along the gradient vector, i.e.,, in a di-
rection always normel to the contoﬁr lines, and conse-
quently terminstes at the minimum velue. This is the

nath usually known as the "path of steepest descent”.

The =djustment strategy is bhased on choosing a rate
of adjustment of the parameters which is proportional

to the negative of the gradient vector;

~-KVF

Ri-

(11)

This equation corresponds to .the two scalar equations

Since at, the mi~ agv. «f the performanc: functicn the

gradient approaches zerc, the rate of cuange of the

paremeters likewise .pr.roaches zerc and ire sclution

becomes :tationary. Th: ¢ “eepusgt descent path can

also e ar  roy’ gatel by =¢tr “git . .ne sagmenis by

renng o) a tter ey whld adlusts tre

DY ane. . F 0 2 o 4um o8 aries of disc ete steps., Thus
(Y

gl cLug v oweee I Wlet o val o evaloate the compo-

rots w the gradient

S P YY: T

2 o ’ .w S Fe
3 . /



- nse e s s 2 tarmee e e

(15) &)

(v)

8426.-6002-RU-000
Page 1k

0)

Using the gradient at a( one can now compute a dis-
crete parameter change vector by means of the relation-

ship

vwhich is cleariy a discrete form of Equation (11). A

new value for the parameter vector is then defined by

= 5(0) + ZQE(O)

and the process is repeated. If the steps sre suf-
ficiently small this path can be an excellent ap-

proximation to that indicated as Path No,1, Figure b,

Path No. 2

The major disadvantage of the computational strategy
iavolved in Path No. 1 is connected with the compu-
tation »f the gradient vector at each point. In order
to implement Equation 1. it is necessary to compute
aud giore all n componunte of the gradient vector.
hie procedure requires either (n + 1) computer cire
sults oprrating in parallel in crder to obtain all n
components of the gradient vector, or n memory cells
vhich cen be veed to store thz componentsc when they
gre corputed cne 8t a time, MetLods of cawputation

cf the gradient are discussed below.

Fath No. 7 is en iterative technique based on cyclical

reter adjusitnent. Assume that the initial value of
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(0)

the parsmeters is again given by & . Now compute
one ccmponent of the gradient, say

& 7%y

0¥

then the parameter Q. only is .djusted to yield

L (D, 0 ar@E %)

1 1 S 9y

(1)

and the new parameter vector ¢  is defined as

3 (o, 0O, 50, 4 )

z ,(13 » ¢ e

(1)

(1) 1
S, i) ())

(1)
= (a7, @ A, e 0y

Parameter a, is wow adjusted to yield the next point
in the parameter space, etc., The process is continued
until the nth parameter has been adjusted and then the

cycle is repeated.

Path No. 3

This path is ohtained by a so-called relasxation proce-
dure which consists of adjusting the parameters in turn
such that each adjustment is continved until the per.-
formance function is minimized with respect tc the partvi-
cular parameter., With reference to Figure 4 if tb~
relaxation process is begun by adjustment of parameter

dy it can be seen that this parameter is adjusted until
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the zriterion function reaches a minimum. At this
point o in adjusted until & new minimum is reached

and the process is continued.

During the current study the cyclical or iterative
technique of Path 2 and the relaxation method of
Path 3 were instrumented by miens of an analog com-
puter using the c¢riterion function -5f Egquaticn 9.
Peth No. 1 was approximated by using a continuous
parameter adjustment procedure based on & minimi-
zation of the time-dependent criterion funciticn
given in Bjuation 8. However the gradient of the
latter criterion function is not strictly defined
when the parameters are varied and consequently
this adjustment gtrategy may be considered an ap-
proximation to a continuous steepest descent patk,
with the degree of approximation being dependent
on the rate of chenge of the parameters. Some of
the mathematical considerations invelved irn the
formulation cof the adjustmert strategies and treir
consequent, affezt on the convergence and stabiiity

of the process are discussed inSec. 5. See alsc Ref, 1C.

3.4 The Computation of the Gradient

T™wo different methods were used for the computetion of components
of the gradient vector. The iterative strategy denoted by Path No. 2
in Figure 4 was based on computstion of components of the gradient from

the relation

. =k (k k )
(19) _g_al_-f_ga( )) = F (o ), aZ(K) veey O (k) + Oy e a(nk' - F(a“")
i
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vhere the letter k represente the computation at %he kth iteration.
Clearly this computation requires the availability of two mathema?zical
models so that the differences in performance criteris from the use of

the cwo models can be computed.

The continuous cr approximate steepest descent adjustmen® strategy
was based on the computation of components of the gradient vector by

mesns of the methond of influence coefficients {Reference 5). This

method is discussed briefly ia the Appendix.
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RESULTS

4,1  General Comments

‘The three techniques of parameter identification discussed above
have been applied to the determination of four parameters in a parti-

cular mcdel of the human pilot given by the equaticn

o e .

(20) =z + Q2 + @ z=03X 40X

or in the ferm of a transfer function

K(Tl s+ 1)
(Tz s 4 1)(T3 8+ 1)

(21)

Q

where K = f& s Tl = 3

% o,

and T, ¢ T, are the roots of the quadratic

1 2

G )
a

The results oblained in this study will be evaluated with regard to

(&) feasibility of eech method

(v) consistency of parsmeter values as obtained by the

the thiee different methods

(¢) agreement of parameter values obtained in this study

with parameter values obtained in the literature

All three of the techniques employed can be considered successful
in the sense that all converge to steady-stiate values of the four para-
meters in the model. The ability of the three methods to yield to con-
vergent values of the parameters was first verified in each case by
testing the method with a known transter function, similar in form to

the human operator models later employed, which was simulated on an



8426-6002-RU-000
Page 16
analog computer. F¥ollowing the verification of feasibility the methcd
vas then applied %o actual tape recorded human pilot tracking data.

The following paregraphs present a gummary of observaticns re-
gerding the consistency of parameters obtained by the different techni-
ques and a compsrison of these values with previously published data.

A discussion of convergence time, stability, implementation, advantages

and disadvantages of the methods will be presented in Section 5.

4.2 Comparison of Results Obtained by the Three Methods

All three methods were applied to identical tracking records with
the three types of controlled elsment dynamics mentioned above. The
values of the parameters Ay, Oy a3, ), 5 obtained from these runs are
presented in graphical form in Figures 5, 6, and 7. Each of thesz fi-
gures presents the results obiained for one particular controlled glement,

The following can be noted with respect to these graphs:

(1) The values of parameters obtained by the three adjustment strategies
are not equal. For parameter oy the continucus method yields smuller
velues than the other two. However this pattern is not consistent
for the other parameters. Thus for parameter d, the iterative meihod

yields the smallest value of the parameter. Parameter ., yields ap-

3
proximately equal values with all three methods. A slightly higher
value for parameier o, ie obtained with a relsxatior method. Fossi-
ble reasons for the differences are discussed in the following sec-
tion, insofar as they can be shown to relate to the shape of the
criterion surface.

(2) The values of the parameters obtained with any one adjustment
strategy vary from run to run and between operators. This variation

is of the same order of magnitude as the variation between strate-

gles.
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Insufficient data are avallable to determine the statistical signifi-
cance of the variations.

Thz values of parameters obtained with the two second-order dynamics
are approximately equal. There is, however, an epparently significant
difference between these parameters and those obtained with first
order dynemics, aes indicated by the difference between Figure T and
Figures 5 and 6.

While the graphs do not reveal this fact, a variation in parameter
values obtained by the iterative method has been cbserved on succes-
sive trials with the same dats. A similar varistion can alsc be
expected with the other two methods. This is explained by random
signal content in the data and by corresponding variation in the
signal processing seqguence on the computer from run to run. Parameter
values for six typical ruuns, averaged cver the threce methods; have
been tebulated and are shown im Table 2, botk as the values of the a's
and also as values of gain and time constants in the corresponding
transfer function. The following observations are made regarding these
results:

The majority of tne data yield complex roots in the denominetor of the
transfer function. Hovever, at least two of these exhibit very emall
imaginery parts. The aignificance of these complex roots is discussed
in the following section.

The results from any two runs with the same dynamics are quite aons
sistent. Greater consistency is found in the values of gein K ob-

tained from any two runs than in the values of the time constants.
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TABLE 2

AVERAGED PARAMETER VALUES OBTAINED FOR THREE
CONTROLLED ELEMENT DYNAMICS

voefficlents Elew:nts of Transfer Function
Run o, o o K T T T
Dynemics No. A c 3 4 = L 2 3
12.5 1 6.3 19.0 3.67 5.8 .30 .63 .1T+.15) .17-.153
S81) 5 6.8 14 4.5 3.7 26 1.1 .24+.115 2,11
K 7 8.3 23 23,4 2.3 .10 1,48 18+  .18-.13
gg- 12 9.5 23 5.5 1.8 .078 3.0 _.21+.03j .21-.03j
K 15 8 13.2 -.73 3.k .26 .21 .18 42
S 17 6.6 12.2 .067 3 25  .022 .27+.0823 .27-.082]

4.3 Comparison

-

with Previously Published Date

previously publis

A comparison of the results obtained in this study with those

hed by Adsms (Reference 9) is indicated in Terle 3.

It can be noted from an examination of this table that the resulis are

of the same order

of magritude. In the sbsence of statisticelly sigri-

ficant samples; a closer comparison czannct be made abt this time, The

following points
Table 3:

(=)

{v)

should be noted in connection with the comparison of

The <xcitation signal break freguency was I rad/aec

in both studies. However, the STL study used s third.
order filter and the NASA study presumably used a firste.
order filter.

The gain term in the definition of the dynamics cannct
be compared more precisely without sdditional data.

The STL galn is & loop gain including the oscilloscope

gain in voit/cm, thus ylelding units of en™l. The
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NASA gain is based on the controlled element dynamics
only, thus ylelding units of volts '1. An exact com-
parison is possible only if it 1s assumed that an

oscilloscope gain of 1.25 voits/cm was used.

4.b  Time Recordings

The actual performance of each of the three methods can be examined
more directly f.oom strip chart recordings obtained during typical runs.
‘The recordings contain the time history of the four paremeters as well as
inputs and outputs of model and human operator ané the ¢riterion function.
The symbols used on the figures can be identified by reference to the

following block diagram.

A y
X ) Human . i Computation
> Operator v i ' of
! O Error
‘ _ ' Criterion
Anput Model '
lode
signal " with )
Parameters z
(Display) Op Oy Qs O ~| Computation of
] ) Ad justing
al o, a3 o Gradient or Mechanism
Approximate Equations
Model with S
| X one parameter ) Gradient
increased by ‘ ) .
A L—
J
% %2 P3|
T T Parameters
Figure 8

Block Diagram of Model Matching Technique
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(a) Iterative Method - Figures 9 - 13 present typical results, as follows:
Figure No. Quantities Recorded Remarks
9 X,x% 1. Shows traces afier completion of
y } parameter awjustment.
b
z ; 2. Controller motion was limited to
’ 4L, Model output was larger at
f %’ some points
10 ai 1. al and aa show 8light overshoot.
)F ,
G 2, a, and ¢, show oscillatory be-
<9ai 3 h
havior.
F
(v
11 e 1. Marked overshoot of a3
35- 2. Convergence to steady-state. Note
Fi behavior of error criterion F.
12
ai l. Convergence to steady-state
§_g without overshooi in any
<%y parameter
F
13 oy 1. Note marked effect of a3 on
& F error criterion,
S Y 2.

Slight overshoot in al
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TAPR NUMBER 9

-y

100 BRCONDS

10—

100 ==

~nnrn

FOUTE DIFFERENCE
CRADIENT

LOMPUTER
OPERATING
MODE

_ TRACKING RECORD
ITZRATIVE MODEL MA TCHING TECHNIQUE

Flgure 13



&Y ?,6-6(_)02-111,'-000
Page 33

(v) Continuous Method - Figures lh - 17 present typical results as follows:

Figure No. Quantities Recorded - : ' " Remarks
1h o, 1. Coefficients of known tr-nsfer
. function ("analecg pilot") are
2,2 matched
&

2. Error < is reduced from a maximum
of .65 to less than .l in 15 secs

].5 X, X - 1. Seme known transi‘ef function as
. : Figure 15, after completion of
Y, ¥ - parameter acdjustment.
2, 2 g 2. Shows excellent match of model and
e ‘ simulated pilot 5
16 1. Human operator tracking. Traces

X, X
. . shown after reaching steaxdy-
y ’ y i St&teg . -
2. Note the relatively large magni- -
z, 2
<

tude of the error in spite of
"similarity of human and model

output.
17 . a1 1. Parameters during same period-
' as Figure 16. Changes in para- -
2 : meters reveal that operator vas
- e - _ changing his performance charac~

_ teristics.
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(¢) Relaxation Method - Figures 18 - 22 show the time traces of x, x, y, ¥,

z, z, and the error criterion F after various stages of adjustment.

Figure No. Remarks
18 - Initial values of parameters. Since ag =q, = 0o,

the model output is zero.

19 New run after finding optimum value for a,‘. al, az s
and a3 still have their initial value. Note small
model output and slower increase in F.

20 New run after finding optimum value for 03‘\ a,
az and @, 88 in Figure 19. Note improvement in
z and P, .

21 Nev run after finding optimum value for a, - al ’

a3, @, as in Plgure 20. Note the very slight
effect of this parameter.

2e . : New Vrun after finding optimum value for &
Gy Oy and oy as in Pigure 21. Note marked improve-

ment in F and close resemblance of z and y.

', . 4 [
R e S e v e e
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DISCUSSION

A preliminary assessment of the relative admtages of the differ-
ent adJuatient methods can be made in terms of computer implementation,
convergence and stability, mathematical consideration, and suitability
for "6n-11ms" applications.

5.1 Computer Implementation

A comparison of the continuous and sf.ep-by-step adjustment tech-
niques indicates a substantial difference in complexity of computer
programming and operation. With the continuous technique, very little

programming of computer logic and mode switching is required, and

_repetitive operation using recorded input and output signals is

avoided. Many anslog computer facilities are equipped primarily for
continuous opera.tioh, and such operations may be preferred. On the
othér hand, the continuous nethod requirea & large number of multi.
pliers, which are avoilded vith the iterative technique. The iterative '
technique requires logical circuits and ana.iog memory circuits for
storage of parameter values. '

- The relaxation method, as used in this study, vas based on manual
adjustment of parameters vhich had to: be resorted to for lack of suffi-
cient computer capacity. Consequer ly, it is difficult ‘o compare the
implementation difficulties of this method with other methods. How-
ever, the relaxation method is basically a form of iteration, and thus

“rcq,uireo itergtive anG storage circuits.

5.2 Yalidity Qf the Results

'rhc Nlultl show that all thru methods considarod y:l.old parameter
values vhich m spproxmtqu, equal. Hovever, the fingl values of the

'pirrorqanco criterion function {in thé¢ iterative and relaxstion methods)
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are seldom smaller than 30 percent of the values obtained with initial
arbitrary parameter values. Furthermore, vl;:lle the model output, after
parameter adjustment, does resemble the human pilot's output, this
resemblance is not sufficiently close to mske the criterion function
approach zero. The differences could be due to:‘
(a) Omission of the time-delay (reaction-time) term
known to exist in the human
{v) ' inadeguate conplexity of the model
(e) Inadequate training and, hence, lack of consistency
on the part of' the operatosrs.
Not enough data are available to 1istinguish among these possible

causes .at the present time.

5.3 Convergence and Stability

This 18 one of the most serious problaim .1n the noacl-mtci;ing
technique, especially since convergence 18 4ifficult to define for
the type of problem being studled. The husan pilot wodsls are based
on an assuaption and , consequently, the "true" or "cogygct'ﬁ vo.lues of
thg parameters are not known. Therefore, 6ne cannot, define convergence
with reference to correct values of the pa:caietera .. As an altex:mtive
to & gquantitative definition of eonvﬁrgenée » 1‘}; is x;ouible to @ne
the parameter values to determine whether %hey:- (s) a.pﬁroaeh 'Y apesfdy-
state value, (b) do not approach » steady-state value,cr (c) oscillate
about’ some value. All three methods yisalded parameter values which - k
~ either approached.or oscillated about ; stealy-state value. .

%

-
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() - Continuous Method.

Oscilletions in the paremeter values tend to occur when
the gain K in the adjusting loop is chosen too large. To éwoid such
oscillations, the gain was kept sufficiently low. The continuous
adjustment method exhibits this tendency to oscillation because of
the feedback path present in the adjusting mechanism. Analytical
stability criteria are lacking at the present time. The continuous
method may require the design of complex phase compensation networks
to insure stability during parameter adjustment.

(v) Iterative Method.

The approach to'the steady~state“with the iterative
method may exhibit overshoot phenomena and oscillations, as seen in
several records of solutions obtained by tue step-by-stép ad justment
(Figures 9 and 10). The oscillation is probably due to one or both
of the following causes: (1) excessive step size in the vicinity of
the minimum of the criterion function and (2) the method used to
define the sensitivity functions 3F/3 aj. It is clear that an exces-
sively large step can result in oscillation. The second item, how-
ever, ig not quite as obvious. The sensitivity function was computed
frém the relationship

F(al’QZ""OB*”ﬁaJ’an)' F(al,az,...qd,...an

=
hXe EAY fx;
J J

J=1,2,...n
The validity of this approximation to the slope of the
profile of the criterion function witb respect to dd improves as
Ao - 0. However, the anslog computer implementation becomes worse

asdda approaches zexo due to computer noise. It is also possible to
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make use of the influence coefficient technique for computing the
sensitivity functions exactly, but that was not done for the iterative
method.

The choice of atep size i3 in direct analogy to the choice
o? the continuous adjustment gain fector K in equations (11) and (14).
Care must be taken in either case to limit the adjustment geain to
values permitting rapid convergence shile avoiding excessive hunting
near the steady-state values. _

(¢)  Relaxation Method

The relaxation method was baseld on finding the minimum
of the criterion function (on a digital voltmeter) and manual adjust-
ment of the parameters. No attempt was made to improve the resolution
of the voltmeter near the minimum , thus resulting in somewhat uncertain

convergence to the final parameter values.

5.4 Dependence of Parameter Values on the Shape of the Criterion
Surface

The‘ ability of the automatic model-matching techniques (both
continuous and iterative) to produce a well-defined stesdy-state value
for the parameters depends to some extent on the shape of the cz;it‘erion
surface in the parameter space,

An inspection of the characteristics of the criterion funcigion in
the neighvorhood of its minimum helps to explain the behavior of the
adjustment process at the aprroach to steady oufe. ngures 23«to 26
show profiles of F(al,az,aa,ah) plotted versus one ﬁampoter at a ‘
time exhibiting the minimum, with ltho other parameters held fixed u‘é
the respective miﬁimizins velues. 'The curves pertein to the case of
an analog model of known parameters, rather than to & human operator
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25 = Profile of the Criterion Function
F(O.l, az: (13, a)‘)

26 - Prile of the Criterion Function
F(al’ Oipy Ol "‘h) '
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and hence have a deterministic character. One observes that the
minimun with respect to parameters a, and o, 1s quite flat, whereas
the minimum is sharper in the case of parameters 2 and a3. This
explains why the minimum-seeking process yields well-defined para-

meters % and ¢, and poorly defined values a, and o 5 and hence

3
explaine the difference in the statistical variation of solutions

exhibited in the scatter pléts of experimental data (Figures 5 to 7).
The continuous and step-by-step adjustment processes are affected by
the nature of the minimum in an analogous manner, although the step-

by-step adjustment is more sensitive to the shape of the minimum.

It should be noted that the profiles of Figures 23 to 26 ere
bgsed on a known transfer function and not on actual human ope. ators.
Similar contours can be obtained for human tracking data and the at >ve

observations can be further verified.

5.5 Occurrence of Comglex Roots

The results have shown (Table I) the presence of complex values
for the parameters Tl and Tz occurring in the transfer function of
equation (21). These complex roots did not occur in the work of
Adams (Reference 4) since his model included a denominator term of
the form (1+¢s)2 rather than a quadratic term. The occurrence of these
complex roots is probatly due to & lack of precision of the analog
camputdtion process in the vicinity of these roots. This low preci-
sion can be explained in two ways:

(1)  Note that the complex roots T, and T, are obtained from
factoring the quadratic
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and the profile of the criterion function F ag s function of az
exhibits the flat minimum which makes high precision difficult to
obtain.

(2) If one plotted F as a function of the parameter T in
Adaems model, it would be seen that, at a double root the ciiterion
function is flat to e higher order than at a single root. Hence the
descent along the gradient will usually end at some threshold value
of low slope which is located within an uncertainty rzgion surrounding
the exact root location. This property 1s fariliar from numerical
solutions of polynomials by gradieht techniques (such as the Newton-
Raphson Method) and from analog solution of yolynomials as reported
in the computer literature. The imaginary parts of the time cunstants

T, and T, shown in Table 2 are small enough to be negligible for two

2 3
of the three vehicle dynamics examined.

5.6 Mathematical Lonsiderations.

Mathematical considerations favor the iterative and relaxation
methods, since the adjustment process nan be rigorously defined mathe-
matically and cornvergence can be proved -anlyticelly. Specitically,
the components of the gradient vector é%g; can be computed exactly
and requirements on step-size for obtaining a convergent sequence of
values of the criterion function can be stated.

The continuous adjustment t-chnique. on the nther hand, suffers
from a lack of mathematicel rigor at the present time., The components
of the gradient are not mathematically defined when the pa-ameters are
varying and the degree nf aprroximation involved in the computation is

unknova. Furthermore, the stability ol the continmucus adjustment
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process has not been proved ia gereral, but only in certain specific
cases. From this point of view, the step-by-siep and iterative pro-
cedures can be considered more generally appliceble since they require
no 8 priori knowledge of system behavior, while the stability of the
continucus method mnst be ascertained in each specific case by means
of the atalog computer.

As the steady-state ia aprzoached, the rate ¢f change of the
parameters become sxall and the gradient approximation becomes adequate
for all practical purposes. This has been demonstrated in previous
studies (Adams, Reference 4) and by the closely related work of Whit-
taker, et sl, (Reference 6) and Margolis (Reference 7) where the same
gradient approximation is used to ﬁplement model-gdaptive control
systems,

The stability of the continuous method has been studied analytic-
ally for specific ceses by Margolis (Reference 7) and Donalson (Refer-

ence 8).

5.7 Snitabllity for On-Line Operation

The requirement for on-line parameter identification tends to
favor the continvous method. If a sufficieatly high rate of converg-
ence can be established 1n‘ the continuous adjustmwent process, the
technique becomes suitable for on-line operation, yielding b-ast-fit
parametor values while the human operator cortinues to perform his
tracking task.

~ The iterative methud can be used for on-line operation only if
several channels of recording and playback are available in conjunction
with high-speed computere, capable of performing the parameter optimi-

zetion faster thsn real time. Then the psrameters corresponding to
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say a 15-second sample of cata would be computed while the nect 1%~

second sampie® was dbeing recorded. The cost and complexity of this

method may render it impractical Zor on-~line use.

5.8 Questions Requiriig Further Study

A mumber of questions arising during the program vwere left un-

answered due %0 time limitations. The major problems are the follow-

ings

(a)

(v)

(c)

Improvement of convergence time: The effect: of

such factors as the choice of criterion functica on
the speed of convergence needs further study. It
may also be possible to increase the adjustment gain
in the continuous method by use of stubilizing fil-
ters in the adjustment loop.

Effect of finite difference approx‘mation in com-
puting the gradient. This prohleam has been mention-
ed under Section 5.3 above. The effect of using
exact rather than approximate gradient componentn

on the stability and convergence of the iterative
method needs further study.

Effect of additive noise: Each of the three methods
was tested initially with & known transfer function.
The effect of additive noilse on the parameter adjust-
ment process, hovwever, was not studied. This is .
clearly an important consideration since some appar-
ent "noise" or randomness exists in the human opera-

tor's output and the effect of this random component
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on the effectiveness of the model-matching tech-
nigues ig not known.

(a) Improvement of contiauous method: It has been
mentioned above that the continuous method suffers
in part from the fact the%t it cannot be defined
mathematically due to the feedback problems involv-
ed. An slternate technique developed at STL is
based.on oren-loop computation of increments to be
added to the initial assumed perameter values. This
method promises to avoid the mathematical difficul-
ties of the continuous method while preserving its
suitability to on-line operation. Furthermore,
it re~sults in a decrease in the number of multipliers
reguired for implementation. This method has been

~studied to some extent analytically, but requires
experimental verification.
An attempt will be made to include the above problems in the re-

meining portions of the research vrogram.
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APPENDIX

COMPUTER IMPLEMENTATION

I - 1. Continusus Technique

This method which was described in Section 3.3 is closely related to
the paramete:r adaptation methods used b& Margolis (Reference T), Whitaker
et e1l. (Reference 6) ana Adams {Reference k), It uses the parameter
influence programming technique developed by Meissinger (Reference 5).

The block diagram shown in Figure I-1 illustrates the computer imple-
mentation of the adjustment toop in principle. The differential equation
of the human operator is assumed on the basis of prior knowledge c¢f the
operator's performance in the trading task. Continuous adjustﬁent of the
paremeter values, starting from arbitrarily chosen initial settings, is
effected by feedback signals generated in the parameter adjustment unit

on the basis of a programmed model matching error criterion.

HUrA AN 3’
l OPERATOR |
x o € | grror PRRAMETER
B e | o fommd  ADUISTMENT
+ CRITERION WNITS
L MODEL &

Figure 1.l
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The human operetor is represented in this gphase of the research study
by a linear time-invariant differential equation with unknown fixed para-

meters By e By,
(1 ~-1) y+aly+azy=a3x+aux
The initial values are y({0) = e s y(0) = ¢,

The model equation having adjustable parameters Oy oo o, is defined Ly

(1 - 2) BT +OZ = 0K + X

The initial values are z(0) = ‘{l , z(0) = YZ'

It is desired {0 match the parameters ¢, of the model tc thcse o1 the

i
human operator equetion by minimizing a specified error criterion F, which

is a non-negetive function of the model matching error

(I ~3) e=2-Y

The criterion function is chosen to be

2
1l e
(T - 1) F=3

The automatic process of minimizing F = F(ot.L » Oy Ogy ah) approximates

a steepest descent, or descent along the gxad.ient/()__l}‘. , oF , 3__1“_ s Q_F_: )
\60‘1 3 Qg :9053 2%y /.

Steepest descent requires continuous oy step-by-step parameter adjustment

at a rate proportional to the local slope of the error criterion function.

(T - 5) a d = -K YF Ky O
at
Gradient components %Ea are expressed in terms of parameter in-
i ' :
fluence coefficients %ia of the model output varieble z. Using equetione
-

(T-4) (nd (I-5) one obtains
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(1-6) 3P L. 3 _eo%
9% % %
Hence
(-1 ?‘;i'-‘t- = -Ke %.0&(.

To determine parameter influence coefficleants on a continuous basis a set of
additional differential equations must be programmed on the computer in the

folleving manner. To simplify the notation let
P>
(1 -8) w, = 2&

Y 9
Equation (I-2) is formelly differentiated with respect to @, whereby the order
of differentiation with respect to ¢ and @, can be interchanged., Thus, for

example
(I-9)

It is important to note that partial differentiation with respect to ai is a
mathematically defined process only if ai is independent of time. Differentiation

of equation (I-2) term by term with respect to a, using (I-9) results in

¢

rY) l» - . u (0)
(I - 10) Uy +0, wt Oy 0y = -2 ‘l
Uy (0) =0

The forcing term x and X being independent of al do not appear in (I-10). This
equation, known as sensitivity equation must be solved simultanecusly with

equation (I-2) to yield the parameter influence coefficient %?i and hence

]
the gradient component 5&5. . The other components are obtained similarly
]

by programming and solving sdditlonal sensitivity equations with respect to

02, 03, Oth.
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The circuit diagrams (2), (3), (%), (5) ‘n Figure 1l-A show the
computer program for obtaining the parvial derivatives. The notation used

in this diagrem has been changed as follows, to convert the egauations into

first order form:

a
z = zl é} é} Qa-g(. = M”
(1 - 11) .4 o, '
VA = A .
2 Qj -e ?—21 - Li
. o, S, H
X = xl E
' é ‘
X = xz .

rhe sensitivity equations cen now be expressed in the form

Upy T O Moy O Uy = "%
w

(I ) 12) 22 + al u22 + az ulz = . zl
\123 + al \123 + aa ul3 = Xa

¢

Yoy * O gy +Cp gy

Circuit (11) in Figure 2-A is used to obtain the desired rate of change of

o
o=

perameters ¢, according to equation (I-7). These terms are then integrated

i
and fed back to adjust the parameter settings in the original model equation

(I-2) and the sensitivity equations (I-12).

The disturbance signals and the humen operator output signals are
obtained from previously recorded tapes and fed to the computer circuits
(7), (9), and (12). Circuit (8) is used to compute the derivative ; = X,
which 1s required to implement the forcing function in the tuird equation

of (I-12)

Each of the partial derivatives are found using circuits (2), (3),
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(1) and (5). These are used in equations (I-12) and circuit (11) to obtain
tne parameters. Circuit (10) employs a signal which was taped on one channel
of the tape raccrder te control the computer operating mode;

The mathematical problem inherent in this approach to gradient compu-
tation is that the oy terms were assumed {0 be time-invariant in the deriva-
tion, as noted above. Actually, the continuous adjustment process violates
this condition. Thus the gradient components are determined oniy approximaely.

The approximation error is not known, but depends strongly on the rate oi ad-

Justment.

It is also interesting to note that linearity and time-inveriance of
the model differexniial equation is not a prerequisite for implementation of
the {approximate) gradient computation. In the case of time-variant or non-
linear differential equations the structure of the sensitivit; equations no
longer resembles that of the original differential equation aud the computer

programming beccrmes somewhat more complex.

I - 2. Iterative Technique

The iterative model metching tecanigue was coacerned with the
objective of circumventlng the mathemetical difficulty associated with
gradient compu utinn in the continuous adjustment tech.aique. AL pe.a-
meters are held consteut dv-.. ithe time interval of gradient computation.
This eliminates the (unknown) approximation error of %he gradient due to
a mathematically inexact prosess of determining sensitivity functions.

A further departure in computer programming from the previous
technique is the use of finite difference approximation for finding the

desired partial derivatives 3&;. The block diagram (Figure I-2) shows
i
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two models operating at slightly differ<~t settings of the parameter ai.
The first model yields the output signal - . The perturbed model solving
equation (I-2) for the perameter value ai + Acxj yields &n output signal

€ . fhe partial derivative is thus approximated by

(T - 13) >y o &y .  F(x)- AL S A=b
DA AKX AKX, A%
HUMAN 4
—
o . PARAMETER
P ARJUSTMENT
R— '
CRITERION
Y
s MODEL | 7
P FINITE DIFFERENCE
v f—=d GRAPIENT
CRITERIO APPROXIMATION

peryurRBED | ©
MovEL. |

1

Figure I-2
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It is secn that one perturbed model is necessary for each parameter being
adjusted, each perturbed nodel having a different oy increased by ¢B;ai. Con-
siderable savings in computer equipment cen be achieved by employing only one
perturbed model for allezi plus zwitching circuits which apply Aai to each

parameter of inlerest in turn, cne at a time.

EQUATIONS FOR COMPUTER SOLULION

The following equations are those implemented on the computer. The differ-
ential equation of tie model is given by

- o (0 I () _ () = ()
(I - 14) z o+ o z + C, z-a3 = o+ o X

where the superscript (K) refers to the valuz cf a paramter after the Kth iter-

ation. The perturbed model equation is

§ + {o(‘(n}.,.AN, S[sw(%:‘)"]} é + {0(,(_.‘;4»130(,, SESIN("—‘-‘-;-")W 3 g =
ae { oy - grsm(“ 3)1".]}" + i“q +an S[sn(Er :B

The symbol
8 [sin (_T_K-n ) Jt]
is the Kronecker delita which is employed here as notation to indicate which

parameter is being selected for perturbation at any given time.

The computer circuit diagrams are numbered for reference. Circuits (1) and (2)
are the input quantities from the tape recorder, the disturbance function and
the humen operator output, and their derivatives respectively. Circults (3)

and (4) are the model and the perturbed model respectively (see Figure 1-B)

AN
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The error criterion selected is given by
T
(I - 16) F=/ (2 +8%) at
(/]

The error criterion invelving the human operator output versus model output

may be expressed by

r
(1 -17) F(ai) = j[(z - y)z +(i-§)7~]dt
°

on the other hand, the error criterion invclving operator cutput versus

perturbed model ocutput is

T 3 . N
(1 - 18) Flo, +Aa) =/[(§'- y) +(S’ -y) )dt
)

Thus the finite difference quotient approximating oF is
LY

LTes-o3s (5= 95 Jac - [ To-g)+ (3-3)et
A Xy '

(1-19) Q (t) =

This quentity is computed by circuit (5).(See Figure 2-B).

Circuit (£) is a memory circuit which stores the values of the a's and, after
any new Q, has been calculated, stores this new ai. The eqguation describing

this process 1is

(x+1) (K) (X)

(1 - 20) oy = o + A>ai

where

(x - 21) ax « -k §[sw (5] Q")
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Circuit (7) generates the Kronecker delta employed in equations (2) end (9).
The four outputs of the circuit energize cyclically as the parameters are
adjusted. Circuit (8) controls the computer mcde as preseribed by a pre-

viously recorded signal. (see Figure 3-B).

I -~ 3. Relaxation Techrnigue

The relaxation technique employed was simplified greatly by eliminating

the automatic perameter adjustment loop. It requires only the formulation

of a model and an error criterion function which is minimized by manuslly
adjusting potentiometers. The method employed is that described in
Section 3.3

The computer diagram has been numbered for reference. Circuits (2),
(3), (5) and (6) are input gain circuits and derivatives, respectively.

Circuit (7) controls the modes of the computer. (See Figure 1-C).
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